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Abstract- In Today’s Technological Life Social media quiets a specious amount of Information. Social media has become a 

tremendous source of acquiring Users Opinions. It also helps to analyze how people, particularly consumers, feel about a 

particular topic, product or Idea. Among such opinions plays an important role in analyzing different business aspects. 

Sentiment analysis therefore becomes an effective way of Understanding public Opinions. Business Organizations can predict 

best Decision with Using Sentiment analysis. A lot of Research work has been done on Sentiment analysis in order to classify 

the opinions. Researchers have tested a variety of methods for automating the sentiment analysis process but very few 

Researchers are using Hybrid Approaches. This research paper shows the advantage of hybrid approaches to improve 

classification accuracy Compare to individuals. In proposed work a comparative study of the effectiveness of hybrid 

approaches was used for Sentiment analysis. Empirical results indicate that the hybrid approaches outperform compare to this 

individuals Classifiers. 
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I. INTRODUCTION 
 

Recently, the use of Internet all Over the World is getting 
more and more increasing day by day. Internet based 

applications or websites that allow users to create and 

share information, ideas, Opinions, etc. Through virtual 

communities and social networking. With the growth of 

the internet based social media and also increase the social 

media users. So, social media is playing a vital role in 

modern life without any restrictions and hesitation, users 

are allowed to post their view and thoughts on social 

media [4]. 

 

The Users are giving their opinions not Only on product 

but also giving opinions on politics, terrorism, economy, 
movies, fashion, justice, humanity, etc. these opinions are 

very much useful to make knowledgeable decision. and 

these opinions are not only useful for customers but also 

useful for business organizations and sellers to know about 

good or bad features related to them [7].  

 

So, A huge amount of data is being Created on a daily 

basis. This data is in the form of text and also in an 

unstructured way. Making sense of this data is an 

important task. This is where data mining comes in to 

picture [8]. For making knowledgeable decision we need 
to be classify properly this data in order to provide any 

useful information to customers, Business organization 

and seller. This is why Sentiment analysis needed. 

 

Sentiment analysis also known as Opinion mining, 

Sentiment mining, opinion extraction, emotion mining, 

attitude mining or subjective mining. Sentiment analysis 

refers to the classification of a text based on sentiment 

polarities present in it. Sentiment polarities are positive, 

negative, neutral. Sentiment analysis is very much 

beneficial in predicting future scope.  

 

However, manually analyzing a large amount of data in 

limited time can be wearisome and challenging task. 
 

For Sentiment Classification of this huge amount of data, 

researchers have tested variety of methods for automating 

the sentiment analysis process. Methods are from machine 

learning and deep learning techniques like Support Vector 

Machine, Naive Bases, Decision tree, Random forest, 

Genetic algorithm, Long-short term memory, Convolution 

Neutral network etc. this technique giving best accuracy in 

sentiment analysis.  

 

Also, Hybrid approaches of these techniques are available 
and most important thing is hybrid approaches giving 

higher accuracy compare to individuals. also, some 

drawbacks are overcome in hybrid approaches. But Very 

few researchers are using this hybrid approaches.  

 

So, this paper gives Comparison study of different hybrid 

approaches with Individuals to show the advantages of 

hybrid approaches. 

 

This Paper has been Structured in four Sections. Section 2 

briefs about the related work done in this area. Section 3 

discusses Comparison of hybrid approaches with 
individuals. In Section 4 Conclusion has been deducted. 



 

 

© 2021 IJSRET 
807 

International Journal of Scientific Research & Engineering Trends                                                                                                         
Volume 7, Issue 2, March-April-2021, ISSN (Online): 2395-566X 

 

 

II. RELATED WORK 

 
Konstantinas korovkinas and Paulius Danenas[1] 
Worked on hybrid method of Support Vector Machine and 
K-means clustering algorithm for Sentiment Classification 

on textual data. Also, hybrid technique to improve support 

vector machines classification accuracy using training data 

Sampling and hyper parameter turning. Training data for 

Subset30k is selected randomly, which might negatively 

affect accuracy in different runs. Therefore, multiple runs 

are required for more objective results. In this paper 

advocate the use of clustering base instance selection 

method (K-means). So, the use of hybrid method 

considered as a positive and significant step towards more 

efficient sentiment analysis. 

 
M. Govindarajan [2] proposed a new hybrid technique 

Naive Bayes-Genetic Algorithm method. hybrid technique 

is investigated and evaluated their performance based on 

the movie review data. A hybrid Naive Bayes and Genetic 

Algorithm model and Naive Bayes, Genetic Algorithm 

models as base classifiers are designed. A hybrid system 

was proposed to make optimum use of the best 

performances delivered by the individual base classifiers 

and the hybrid approach. Genetic algorithm exhibits better 

performance than Naive Bayes in the important respects of 

accuracy. The hybrid classifier shows the Significant 
improvement over the single classifier. 

 

H. A. Shehu and S. Toka [3] proposed hybrid approach 

of Support Vector Machine and Random forest algorithm 

for Sentiment Classification on Turkish Twitter data. In 

this work 13k Turkish tweets has been collected from the 

twitter. the datasets are classified to be either positive, 

Negative and Neutral based on their contents. The main 

dataset was converted to a stemmed dataset. In this paper 

Experimental results have shown that while support vector 

machine performs better when it comes to classifying 

negative and neutral stemmed data, random forest 
algorithm performs better in classifying positive stemmed 

data. Hence, developed hybrid approach achieves higher 

accuracy compare to individual classifiers. 

 

Priya Kumari and Md. Tanwir Uddin Haider [8] 
proposed a Hybrid approach foe sentiment analysis on 

Aadhaar. The Government of India is linking the Aadhaar 

card with many government schemes, but there are many 

issues with respect to security and privacy of the aadhaar 

database that needs to be addressed. Main scope of this 

paper is to find the sentiment of people on Aadhaar limited 
to the aspects ―Enrollment process‖, ―mAdhaar‖, 

―Customer care‖, and ―Security‖ using hybrid approach. 

This dataset is further labeled for polarity to define 

positive, negative and neutral values for training dataset 

using SentiWordNet. Hybrid approach is combination of 

machine learning classifiers with Long Short-Term 

memory (LSTM) network to maximize classification 

accuracy. Also in hybrid approach, Wrapper method 

(recursive elimination cross-validation) is used to select 

the best performing feature subset that depends on the 
performance of machine learning classification algorithm. 

In hybrid approach we have used base classifiers such as 

naive bayes (NB), Logistic regression (LR) and Support 

vector machines (SVM) to do comparative analysis of 

result. the experimental result of classifiers confirms that 

hybrid approach performs better than base classifier for 

Aadhaar domain dataset. 

 

Nisha Yadav and Rajeev Kumar [14] proposed a new 

hybrid classification method for Sentiment Analysis on 

online reviews of Restaurants and the analysis of their 

quality on the basis of the review data for restaurants. 
hybrid classification method id combination of three 

machine learning classifiers which are Naive bayes, 

Support Vector machine and Genetic algorithm. First, the 

hybrid approach and the Naive bayes, Support Vector 

machine and Genetic algorithm models are built as base 

classifiers. then, a hybrid approach is proposed to make 

optimum use of the best performance of the individual 

base classifiers and of the hybrid approach. The hybrid 

model shows a higher percentage of classification 

accuracy than the individual classifier and decreases the 

test time due to the data dimensions reduction. 
 

Yassine Al Armani and Mahamed Lazzar [5] proposed 

A novel hybrid approach to identify product reviews 

offered by Amazon. In this paper approach focuses on the 

analysis of feeling resulting from reviews of products 

using original text search techniques. These reviews could 

be classified as having a positive or negative feeling based 

on certain aspects in relation to a query based on terms. A 

novel hybrid approach was combination of two machine 

learning classifiers which are Support Vector machine and 

Random forest. This is useful for consumers who want to 

research the sentiment of products before purchase or also 
help to Business Organization that want to monitor the 

public sentiment of their brands. The result summarize that 

the proposed method gives higher accuracy compare to 

individual classifiers in this Amazon dataset. 

 

Abinash Tripathy and Abhishek Anand [6] proposed 

hybrid machine learning approach from two machine 

learning algorithm which are Support Vector machine and 

Artificial Neural Network In order to classify the 

sentiment of Review data associated with movies. The 

Reviews framed are often made in text format. while 
preprocessing the text reviews, each word of the reviews is 

considered as a feature. Thus, selection of right kind of 

features needs to be carried out to select the best features 

from the set of all features. As the Support Vector machine 

method analyzes most of the features like words present in 

the review, it provides a sentiment value to it, then using 

the sentiment value criteria, it selects the best features 

from the list of features. By varying the no. of neurons in 

the hidden layer of Artificial Neural Network, the value of 

accuracy is found out. The final output indicates whether 
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the review is of positive or negative. The accuracy 

obtained in hybrid approach is found to be comparably 
better than the results obtained by individual approach. 

 

Anwar Ur Rehman and Ahmad Kamran Malik [13] 

proposed a hybrid model using Long Short-term Memory 

(LSTM) model and Convolution Neural Network (CNN) 

model named as hybrid CNN-LSTM model to accuracy 

classify the sentiment polarities. The CNN model 

efficiently extracts higher level features using convolution 

layers and max – pooling layers. The LSTM model is 

capable to capture long-term dependencies between words 

sequences. The proposed model combines set of features 

that are extracted by convolution and global max – polling 
layers with long-term dependencies. The proposed model 

also uses dropout technology, normalization and a 

rectified linear unit for accuracy Improvement. Here, two 

movie review datasets were used which are IMDB movie 

reviews and Amazon movie reviews datasets. The 

proposed hybrid CNN-LSTM model performs very well 

on two movie reviews datasets as compared to single CNN 

and LSTM models in terms of accuracy. 

 

Yassine Al Armani and Mahamed Lazzar [9] proposed 

hybrid approach of Support vector machine and decision 
tree. In this paper shows comparison of popular classifier 

was performed to classify SMS text either positive and 

negative. Compared Several methods with proposed 

approach, which are very suitable for generating rules in 

classification technique. It was concluded that the 

proposed approach has high accuracy and low CPU time 

than the other algorithm. 

 

M. Govindrajan [4] proposed new hybrid classification 

method based on coupling classification methods using 

arcing classifier and their performances are analyzed in 

terms of accuracy. Hybrid method was designed using 
Naive Bayes (NB) and Support Vector Machine (SVM). 

New hybrid method is investigated and evaluated their 

performance based on the movie review dataset. hybrid 

method is proposed to make optimum use of the best 

performances delivered by the individual classifiers and 

the hybrid method. the hybrid NB-SVM shows higher 

percentage of classification accuracy than the individual 

classifiers. 

 

III. COMPARISON BETWEEN HYBRID 

APPROACHES AND INDIVIDUAL 

CLASSIFIER 

 
Dataset Classifiers Accura cy 

Amazon reviews Support vector 

machine 

(SVM) 

87.70 

% 

K-means 87.59 

% 

Hybrid approach of 

SVM - Kmeans 

88.32 

% 

Movie review 

data 

Naive – Bayes (NB) 91.15 

% 

 Genetic algorithm 

(GA) 

91.25 

% 

 hybrid NB-GA 

method 

93.80 

% 

Small dataset of 

Turkish Twitter 

data 

Random forest (RM) 75.9% 

 Support vector 

machine 

(SVM) 

76.4% 

 hybrid RF-SVM 

approach 

86.4% 

large dataset of 

Turkish Twitter 
data 

Random forest (RM) 71.2% 

 Support vector 
machine 

(SVM) 

67.3% 

 hybrid RF-SVM 

approach 

82.8% 

Aadhaar Twitter 

Data 

Naive – Bayes (NB) 71.4% 

 Support vector 

machine 

(SVM) 

80.63 

% 

 Logistic regression 77.7% 

 hybrid approach of 

NB- 

LSTM 

85.3% 

Restaurant 

Review data 

Naive – Bayes (NB) 85% 

 Support vector 

machine 

(SVM) 

85.20 

% 

 Genetic algorithm 

(GA) 

85.30 

% 

 Hybrid mehod of NB- 

SVM-GA 

93% 

Amazon product 

Review 

Random forest (RM) 82% 

 Support vector 

machine 

(SVM) 

82.4% 

 hybrid RF-SVM 

approach 

84.7% 

IMDB Dataset Support vector 

machine 

(SVM) 

86% 

 Hybrid SVM and 

ANN 
method 

95% 
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polarity dataset Support vector 

machine 

(SVM) 

93% 

 Hybrid SVM and 

ANN 

method 

96% 

SMS-Text 

Dataset 

Support vector 

machine 
(SVM) 

98.95 

% 

 Decision Tree (DT) 96.60 
% 

 Hybrid approach of 
SVM - DT 

98.98 
% 

Movie review 
data 

Naive – Bayes (NB) 91.15 
% 

 Support vector 
machine 

(SVM) 

91.35 
% 

 hybrid NB-SVM 

method 

94.15 

% 

IMDB Dataset Convolutional neural 

network (CNN) 

86% 

 Long short-term 

memory 

(LSTM) 

89% 

 Hybrid CNN-LSTM 

model 

91% 

 

IV. CONCLUSION 

 
Now a days very few researchers are using hybrid 

approaches. In this paper, we presented comparative study 

on the different Hybrid approaches with its individual 

classifiers for sentiment analysis. 
 

Classifiers used in this paper from machine learning and 

deep learning models. Comparison between Hybrid 

approaches with its individual classifiers shows that 

Hybrid approaches giving higher accuracy compare to 

individual classifiers. So, we recommend and urge 

researchers to use these hybrid approaches for their 

research work. 
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