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Abstract 

 

This research paper intends to provide comparative analysis of Data Mining classification algorithms. Some benchmarking 

classification algorithms like Naïve Bayes, Bayesian Network, JRip, OneR and PART are selected based on literature survey.  

These classification algorithms are applied on Hypothyroid health database for the purpose of finding better techniques for 

classification.  

The multiple parameters taken into considerations for analytical purpose are accuracy, sensitivity, Precision, False positive 

Rate and f-measure. Results of all these parameters are taken for all the described classification techniques. At the last the results 

are provided in tabular form to facilitate comparative analysis for the hypothyroid database. 
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1. Introduction 

 

Data mining also known as „Knowledge Discovery in 

Databases‟ process or KDD is the computational process of 

identifying patterns from the large data sets[1]. 

 

World grows in complexity, to handle the data. Data 

mining becomes essential for analysing the patterns that 

underlie it. Healthcare is one of the sectors, where Data 

mining can be very efficiently apply for knowledge 

generation. 

 

Health sector deals with thousands of records each and 

every day. To manage these records is very tedious task and 

specially to derive some useful knowledge from those records 

is more difficult. Using Data Mining techniques these health 

data can be utilized to generate knowledge. Data mining 

involves the use of refined data analysis tools to find out 

previously unknown, valid patterns and relationships from 

large datasets. 

 

These tools can include the interdisciplinary research area 

like statistical models, arithmetical algorithm, machine 

learning methods, intelligent information systems, database 

systems, expert systems etc [2]. 

Classification techniques are selected for the processing of 

hypothyroid database. From the classification techniques 

bench marking algorithms Naïve Bayes, Bayesian Network, 

JRip, OneR and PART are selected based on literature 

survey.   

 

2. Classification Techniques 

 

Classification is a data mining technique that assigns items 

in a group to target class. The purpose of classification is to 

accurately envisage the target class for each case in the data 

[4]. 

 

Five classification techniques are taken as benchmarking 

algorithms to be studied for the taken health database of 

Hypothyroid. Briefings of these algorithms are as under. 

 

2.1 NAÏVE BAYES: The Naive Bayes classifier is a simple 

probabilistic classifier based on applying Bayes' Theorem 

with strong independence assumptions which assumes all of 

the features are equally independent. It uses a Bayesian 

algorithm for the total probability procedure, the principle is 

according to the probability that the text belongs to a category 

of prior probability, the text would be assigned to the 

category of posterior probability. In simple terms, a naive 

Bayes classifier assumes that the presence (or absence) of a 

particular feature of a class is unrelated to the presence (or 

absence) of any other feature [5]. 
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2.2 BAYESIAN NETWORK: A Bayesian network is a 

structure that shows the conditional dependencies between 

domain variables and may also be used to illustrate 

graphically the probabilistic underlying relationships among 

domain variables. A Bayesian network consists of a directed 

acyclic graph and probability tables. The nodes of the net-

work represent the domain variables and an arc between two 

nodes indicates the existence of a underlying relationship or 

dependency among these two nodes[3]. 

 

2.3 JRIP: JRip (RIPPER) is one of the basic and most 

popular algorithms. Classes are examined in growing size and 

an initial set of rules for the class is generated using 

incremental reduced error JRip (RIPPER) proceeds by 

treating all the examples of a particular decision in the 

training data as a class, and finding a set of rules that cover 

all the members of that class. Thereafter it proceeds to the 

next class and does the same, repeating this until all classes 

have been covered [7]. 

 

2.4 OneR: OneR, short for “One Rule”, is a simple 

classification algorithm that generates a one-level decision 

tree. OneR is able to deduce typically simple, yet precise, 

classification rules from a set of instances. OneR is also able 

to handle missing values and numeric attributes showing 

flexibility in spite of simplicity. The OneR algorithm creates 

one rule for each attribute in the training data, then selects the 

rule with the minimum error rate as its „one rule‟[8]. 

 

2.5 PART: PART is a separate-and-conquer rule learner. The 

algorithm producing sets of rules called „decision lists‟ which 

are planned set of rules. A new data is compared to each rule 

in the list in turn, and the item is assigned the class of the first 

matching rule. PART builds a partial C4.5 decision tree in 

each iteration and makes the “best” leaf into a rule [9]. 

 

3. Database Structure: HYPOTHYROID 
[6]

 

 

The above classification techniques are applied on the 

database hypothyroid having following structure. 

 
Table 1. Hypothyroid Database 

Database Hypothyroid 

No. of Instances 3163 

No. of Attributes 26 

Sr. 

No. 
Attributes 

Data 

Type 
Values 

1 Age int Real 

2 Sex boolean M,F 

3 On_Thyroxine boolean F,T 

4 Query_On_Thyroxine boolean F,T 

5 On_Antithyroid_Medication boolean F,T 

6 Thyroid_Surgery boolean F,T 

7 Query_Hypothyroid boolean F,T 

8 Query_Hyperthyroid boolean F,T 

9 Preganant boolean F,T 

10 Sick boolean F,T 

11 Tumor boolean F,T 

12 Lithium boolean F,T 

13 Goitre boolean F,T 

14 TSH_Measured char Y,N 

15 TSH int Real 

16 T3_Measured char Y,N 

17 T3 int Real 

18 TT4_Measured char Y,N 

19 TT4 int Real 

20 T4U_Measured char Y,N 

21 T4U int Real 

22 FTI_Measured char Y,N 

23 FTI int Real 

24 TBG_Measured char Y,N 

25 TBG int Real 

26 Class string 
Hypothyroid, 

Negative 

 

4. Parameters For Measuring Performance Of 

Classification Techniques:  

 

For measuring performance of Naïve bayes, BayesNet, 

PART, JRip and OneR classification techniques the following 

parameters are taken.  In Classification techniques parameters 

to be examined are accuracy, sensitivity, precision, specificity 

and f-measure. 

 

Following graph shows the measure of the individual 

parameter for the each algorithm. 
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Figure 1. Accuracy measured for Classifiers 

 

This graph shows that the accuracy is comparatively better 

in OneR techniques and that is 0.99. 
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Figure 2. Sensitivity measured for Classifiers 

 

This graph shows that the sensitivity is comparatively 

better in Bayes Network techniques and that is 0.934. 

 

 
Figure 3. Precision measured for Classifiers 

  

This graph shows that the precision is comparatively better 

in PART techniques and that is 0.945. 
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Figure 4: Specificity measured for Classifiers 

This graph shows that the specificity is comparatively 

better in PART techniques and that is 0.997. 
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Figure 5. FPR measured for Classifiers 

 

This graph shows that the false positive rate is minimum in 

PART techniques and that is 0.003. 
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Figure 6: F-measure measured for Classifiers 

 

This graph shows that the f-measure is comparatively 

better in PART techniques and that is 0.927. 
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Figure 7. Correctly Classified Instances measured for each 

Classifier 
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Figure 8: Visualization Graph of distribution of attributes age, sex, class 

 

5. Testing Results: 

 

 

Results are derived by applying classification algorithms 

on the database Hypothyroid.  Data mining tool Weka 3.6 is 

used for the purpose of testing and taking results. Results of 

various data mining classifiers are given in terms of 

performance measures in table 1. Comparison amongst 

various classifiers results can be made to find out the better 

data mining classification algorithm. 

 

Table 1. Results of Data Mining classifiers 

 
 

Visualization Graph of distribution of data in given 

database attributes: This figure is the visualization graph of 

attributes age, sex and class. It indicates the main three 

attributes age, sex and class for the diseases “Hypothyroid”. 

It gives the insight about the distribution of data values for 

the given attributes in Hypothyroid database. 

 

This graph shows that the correctly classified instances are 

comparatively better in PART techniques and that is 99.3024. 

 

6. Conclusion 

 

From the above Results taken for the database Hypothyroid 

the parameters values for classification techniques Naïve 

bayes, BayesNet, PART, JRip and OneR can be compared. 

The resultant table reveals that the best result considering 

majority of the parameters is found in algorithm PART. If 

Precision, Specificity, False Positive Rate, F-Measure and 

Correctly Classified Instances are the key parameters to be 

considered for the classification, then PART is preferable to 

apply. The result also reveals that, if Accuracy is the 

important parameter then OneR is more preferable over other 

algorithms. The Sensitivity is best found in Bayes Network, 

so preferred when Sensitivity is key parameter in the 

selection of classification technique. 
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