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Abstract— There are several benefits of e-commerce websites 

that include cost effectiveness, convenience, flexibility, fast 

delivery, increase in income, etc. With these benefits, there is 

crucial role of e-commerce websites in business and users. 

However, e-commerce websites produce an overload of data, 

hence, Recommender Systems (RSs) provides a solution for the 

data overload problem. The present study, reviews different 

types of RSs and its pros and cons. Then, it does comparative 

study of different types of RSs. After the review, it’s concluded 

that collaborating filtering technique used more than all other 

ones in e-commerce websites. There are problems with almost all 

techniques including the collaborative filtering technique too. 

However there is a novel model proposed that fixes the 

collaborative filtering technique of ‘cold start’ at its best. 

Keywords— Recommender system, Data collection, Content-

based, collaborative, and Hybrid filtration systems. 

I. INTRODUCTION 

Deciding over something is a routine task. And, we make 
our decisions based on the recommendations that we get from 
our trusted ones. Hence, where our trusted ones fail to 
recommend us, Recommender System enters. We believe that 
our close ones guiding us will be correct for us. But the matter 
is, how will they recommend us while shopping something 
online?  

The RSs takes its place in the online world. For instance, 
you are at a restaurant that's already been in your town for a 
long time. But you've been waiting for a recommendation from 
someone you trust. If some of your trustworthy encouraged you 
to have food there, you will grasp some time and go there. This 
is how recommendation changes our thoughts.  

In the same way, recommender systems work over the 
internet. It makes certain decisions about the products based on 
your choices. Not being less than magic, these systems are 
software tools that aim to recommend satisfactory products to 
users having similar kinds of interests. In simple words, a 
recommender system is a class of filtering systems that predicts 
the user's interest. It's based on the [1] ratings, like, interaction 
of any user on various products available across the internet. 

The most common implementation of a recommender 
system is in news, songs, movies, restaurants, online dating 
applications, social media, etc. It's widely used on E-
Commerce sites because users interact more than other sites 
here. So, it gets easy to know their likes and dislikes. Their 

particular interaction is stored in tables, and these tables work 
like input data of the recommender system. But, with these 
advantages, this system requires necessary improvements to be 
more applicable in real life. 

The software tool suggests which item can be perfect for 
users like us based on our interaction within the software. The 
main goal of this system is to provide the right product to the 
accurate user. It also bears the capacity to recommend whether 
you will prefer one item or not. It's entirely based on your prior 
interaction with similar products [4]. 

The concept of a recommender system emerged when 
researchers started to study different problems related to the 
recommendation. Its goal is to reduce the amount of 
information overload and provide individual services. But 
along with this, RSs have certain limitations discussed in the 
following paper, along with some relevant future solutions. 

II. TYPES OF RECOMMENDER SYSTEM 

There are mainly three types of recommendation techniques: 
content-based filtering, hybrid filtering, and collaborative 
filtering. They are very different and have their drawbacks and 
profits. If you are not aware of the depth and techniques of how 
the Recommender System is implemented, here are its main 
techniques. Here, the Fig. 1. Explains different types of RSs 
techniques. 

 The names of these techniques themselves depict what kind 
of method is used in that technique to collect data and 
recommend accordingly. However, an in-depth explanation of 
each technique is necessary, so let us get straight to the 
explanation part. 

A. Content-based Recommender Systems 

This filtering technique recommends products based on a 
single customer interacting with the site and their data [5]. 
User's interaction with the item and its description plays a vital 
role in this technique. 

In general, this technique is mainly used when 
recommending restaurants, articles, news, and web pages to 
someone. Here are the basics of a content-based 
recommendation system:  

To begin with, it starts with the analysis of the information 
of the product that one user is interacting with the most. Now 
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Fig. 1. Types of Recommender System 

select the preferences that can describe that particular item. 
These preferences are then stored in that user's profile. 
Secondly, each item is compared to the user's profile, and 
highly related products are recommended to that user. Below is 
Table I explaining the advantages and disadvantages of this 
RSs technique. 

TABLE I.  ADVANTAGES AND DISADVANTAGES OF CONTENT-BASED 

FILTER SYSTEM 

Name Advantages Disadvantages 

Content-
Based Filter 
System 

Provides User 
Independence. 

Users get 
transparency. 

Works based on 
a single user. 

New User 
problem not 
solved 
completely. 

Analysis of 
only limited 
Content is 
performed. 

B. Hybrid Recommender System 

As the name suggests, hybrid technique merges different 
techniques to birth a more extraordinary recommendation 
approach [8], [10]. This technique avoids some limitations or 
other techniques. Mainly, hybrid filtering adds up two types 
that will end up creating a new kind of recommender system 
[18]. The new design is supposed to be more effective. 

Basically, it combines the best specifications of other 
techniques, and the hybrid is formed. Primarily, one technique 
is content-based, and another mixing technique varies [22]. 
This system is followed to avoid sparseness, cold start, and 
scalability. There are multiple ways you can combine these 
techniques to form a hybrid technique. Below is Table II 

explaining the advantages and disadvantages of this RSs 
technique [22]. 

TABLE II.  ADVANTAGES AND DISADVANTAGES OF HYBRID FILTER 

SYSTEM 

Name Advantages Disadvantages 

Hybrid 
Filter 
System 

A hybrid 
system 
overcomes new 
user problems, 
cold start, etc. 

Combination of 
collaborative 
and mainly 
content-based 
techniques. 

Avoids cold 
start, spareness, 
etc. 

It’s expensive 
and complex to 
implement. 

C. Collaborative Recommender System 

There are three more bifurcations of collaborative filtering 
systems. But first, let us look at what this system is. 

The collaborative technique will recommend the user based 
on someone's behavior or having the same interest [10]. A 
collaborative system builds the data of user preferences. 

Depending on this data set, users receive recommendations. 
This technique plays a remarkable role in various apps. It's an 
extensively used technique in apps where users are most active, 
and the app needs to send recommendations constantly. Below 
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is Table III explaining the advantages and disadvantages of this 
RSs technique. 

TABLE III.  ADVANTAGES AND DISADVANTAGES OF COLLABORATIVE 

FILTER SYSTEM 

Name Advantages Disadvantages 

Collaborative 
Filter System 

Uses data of 
multiple users with 
the same interests. 

Improving 
performance and 
recommendation. 

Doesn’t fully 
overcome 
Similar word 
trouble, Data 
sparsity, Cold 
start, and 
Scalability. 

 

This technique compares similar user interactions and 
recommends the user as per the comparison [13], [15].  This 
system reviews more everyday items and generates user sets 
that affect recommendation results. 

The application of this technique contains large data sets. 
This system is mainly classified into three parts: 

 Model-based 

 Memory-based 

 Hybrid-based 

Let us see all these methods in detail: 

1) Model-based 
 The model-based technique doesn't use the whole data set. 
But, it generates a model from that data set. And this model 
recommends the user about products [17]. It uses previous user 
ratings to learn about the model and improve its performance 
by using collaboration. Machine learning, Data mining, etc. 
techniques are used for the model-based technique. Below is 
Table IV explaining the advantages and disadvantages of this 
RSs technique. 

TABLE IV.  ADVANTAGES AND DISADVANTAGES OF MODEL-BASED 

COLLABORATIVE FILTER SYSTEM 

Name Advantages Disadvantages 

Model-based 
Collaborative 
Filter System 

Better handling 
of scalability and 
spareness. 

Improves 
performance and 
recommendation. 

Not gulps much 
CPU memory. 

I might lose 
important 
information. 

Comparatively 
expensive. 

Here are the examples of Model-based techniques: 

 Clustering 

 Singular Value Decomposition 

 Decision Tree 

 Dimension Reduction 

 Association Rule Mining, etc. 

 These examples resolve spareness and other problems. Let 
us see some examples in brief. 

a) Clustering: Cluster means the collection of data sets 

that are mostly the same as one another. These sets then fall 

under the same cluster. And other groups fall under the 

different clusters. In general, we can call clusters as criteria. 

Methods like Minkowski distance, Pearson correlation, etc., 

are used to calculate similar data sets in one cluster. 

b) Association rule: It brings practices based on data 

sets of items in use by the user. It classifies rules that 

recommend the item's occurrence based on other items in the 

transaction. 

c) Decision tree: This technique performs based on 

three graphs. These graphs are generated by a set analysis of 

training and labels. This method is comparatively more 

interpretable than other filtering techniques. 

d) Matrix filter: This filtering technique suggests 

unknown values in the user-item matrix. It is one of the 

majorly used filter techniques in the correlation-system basis 

on the nearest user. The results of this technique are 

dependent on the rating history of datasets of users-items. 

e) Regression technique: This method comprises two or 

more variables to connect it with linear relations. Then this 

regression technique is used to examine associative 

associations amongst variables and independent variables. 

f) Bayesian classifier technique: The Bayesian filter 

technique works based on the byes theorem and conditional 

probability definition. Its most common use is Naive Bays 

Classifier.   

2) Memory-based 
The memory-based technique applies to the item rated by 

the customer before. These items are further recommended to 
the user sharing the same opinion. 

Once the user with the same interest is found, different 
algorithms nest up and find preferences. This technique has 
excellent effectiveness in real-life applications. 

This technique uses a complete data set to form 
recommendations for users. Below is Table V explaining the 
advantages and disadvantages of this RSs technique. 

TABLE V.  ADVANTAGES AND DISADVANTAGES OF MEMORY-BASED 

COLLABORATIVE FILTER SYSTEM 

Name Advantages Disadvantages 

Memory-
based 
Collaborative 
Filter System 

Easy to implement 
and use. 

Data parsing 
occurs and 
acquires much 
CPU space. 

This filtering technique is further classified into two 
different types:  

 User-based filter technique 

 Item-based filter technique 
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a) User-based filter technique: User-based techniques 

calculate the similarity between users and not products. It 

compares users based on their ratings on the same products 

and then recommends items. 

b) Item-based filter technique: This filtering calculated 

similarity between items and not customers. It uses a user-item 

matrix and composes data where how the users target similar 

products. Then it gets the most similar product and 

recommends it to the user. 

3) Hybrid-based 
The hybrid filter technique will use a combination of two or 

more methods for recommending or preferring products to 
active users.  

There are different ways to combine multiple products in 
one method, like individually implementing techniques and 
combining outputs or using model techniques and then adding 
outputs. You can also use memory-based with model-based 
techniques too. Below is Table VI explaining the advantages 
and disadvantages of this RSs technique. 

TABLE VI.  ADVANTAGES AND DISADVANTAGES OF HYBRID 

COLLABORATIVE FILTER SYSTEM 

Name Advantages Disadvantages 

Hybrid 
Collaborative 
Filter System 

Improving sparsity It’s expensive 
and complex 
to implement. 

III. COMPARATIVE ANALYSIS OF DIFFERENT RECOMMENDER 

SYSTEMS 

 Here are some of the disadvantages that are yet to be 
overcome and require thought to solve them using other 
research. 

A. Cold Start 

When anyone is a new user of any e-commerce website, 

there are hardly any techniques to provide the best-

recommended products. 

B. Changing preferences of the user 

This is a significant challenge that the recommender 

system faces [19]. The system tries to accommodate users' 

preferences by considering their interests and profile. 

C. Performance deterioration 

As the number of users increases, the ease of performance 

decreases. This tool will require more resources to process and 

collect the increasing information from the growing audience. 

D. Sparsity 

Sparsity ultimately back holds the process of 

recommendation. How? It's because not all users will continue 

to interact with multiple products. Some of them might just 

not be available to interact for a longer time. So, gathering 

their likes and dislikes is troublesome for this system. In 

layman's words, spareness is a problem that arises because of 

less information available. 

E. Similar Words 

Similar words are the main challenge to overcome shortly. 

Products with a similar name but different functionality will 

appear in the same list after the user searches for the same 

[21]. In such cases, most systems are confused in finding the 

right product for the customer. 

F. Privacy 

Certain users might feel that their privacy is breached and 
might not permit the system to access some of their data. So, 
some information remains inaccessible by the system. Or, it 
might happen that the system might not have enough space to 
store all the information of numerous users. So, this challenge 
also hinders the path of a perfect recommender system. 

Using any techniques from the three main techniques of 
collaborative systems ultimately depends on the type of 
software [23]. Generally, all three techniques share almost the 
same percentage of share in preference. But as we know, 
Collaborative System is easy to implement and overcomes 
many disadvantages of content-based techniques. Also, it’s 
more cost-effective than the hybrid technique. 

The path discussed in this collaborative system and the 
main disadvantage of the collaborative system is Cold Start 
[25]. Overcoming a cold start may look easy, but the solution 
to overcome it is needed now. Let us see the plan that can 
overcome the limitations of the Collaborative technique. 

IV. RESEARCH FINDINGS  

We have carried out this research by reading through 
selected and well-published papers. Here is the comparative 
analysis of all three RSs techniques. Fig. 2. represents the study 
of Content-Based, Collaborative, and Hybrid techniques. 

As shown in the Fig. 2. The comparison of each technique 
is made based on the following 5 factors: 

 Security 

 Response Time 

 Scalability 

 Accuracy 

 Operating Cost 

As we see, every technique has its own advantage and 
disadvantage. Like at first look, the Content-based technique 
will look perfect to use because it has the highest security scale, 
but the fact that brings it down is its less accuracy than 
Collaborative and Hybrid, and operation cost is the highest. 

When we look for a hybrid technique, one can go for it, 
however the major drawback is operation cost and less security. 
But as mentioned earlier, many research papers conclude that 
Collaborative Technique is best to use. It has disadvantages too, 
but as per studies, it is easy to implement. 

Depending on fewer drop-outs of the collaborative system 
than other techniques, here is the research that is done along 
with the model that we can implement in the future to 
overcome 
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Fig. 2. Comparative Analysis of all Three RSs Techniques

significant future challenges that we will encounter in 
Collaborative RSs [23]. 

For instance, as Fig. 3. Shows you, users, 1,2, and 3 and the 
ratings they give to Products P 1,2,3,4. There are higher 
chances of User1 buying a product that User2 purchases than 
other random users buying other products. Finally, the matrix 
looks like below Fig. 3. 

Collaborative 

System 
P1 P2 P3 P4 

User 1 4   1 

User 2 5 4   

User 3  3 4 2 

Fig. 3. Matrix form of the Collaborative Systems 

 Now, let us look at the formula on which a memory-based 
and model-based collaborative system work. 

A. Memory-based System 

The utility matrix is memorized in this type of technique 
and recommendations are formed by questioning the given 
client's whole utility matrix. Le us take a look at an example: 
We want to know how much a user naming I like a product 
naming k. Eq. (1) shows our equatorial representation of the 
memory-based collaborative system. 

    
 

    
    

    

                                                                 

This is the average rating given by a user i  to all of the 
products they have rated. Using this information, we can 
calculate his product k rating as shown here in Eq. (2): 

 

        
 

          

            

    

                       

 

 

 

Users 'a' and 'i's' similarity can be calculated using various 
methods, including Jacquard’s similarity, Cosine’s similarity, 
Pearson's correlation coefficient, and so on. These outcomes 
are easy to produce and explain, but performance suffers when 
the data is sparse. 

B. Model-based System 

Matrix Factorization is one of the most common model-
based technique solutions [8]. We use the utility matrix Eq. (3) 
to generate representations of the clients or items. This is how 
it looks: 
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Our utility matrix decomposes into V and U in a low-
dimensional space, where V represents movies, and U means 
users. This can be accomplished via matrix decomposition 
techniques such as PCA or SVD or by employing neural 
networks to train the two encapsulating matrices using an 
optimizer such as SGD or Adam. Eq. (4) is used for the same. 

    𝑈    𝑉                                                  4  

We only need to calculate rating Y for each user ‘i’and each 
movie ‘j’ to suggest the films with the highest expected rating 
[25]. This method is particularly beneficial when we have a 
large amount of data with a high degree of sparsity. Matrix 
factorization aids in the reduction of dimensionality, allowing 
for faster computing. A disadvantage of this technique is we 
tend to miss interpretability because we don’t know the exact 
elements of the item/user vector. 

There are certain disadvantages of Collaborative RSs like 
Cold start that can be solved using the following model 
mentioned in the future direction. 

V. FUTURE DIRECTIONS 

Through deep research on the collaborative RSs, the main 
limitation that should be terminated shortly is a ‘cold start’. For 
that, the modular representation Fig. 4. shows how we can 
overcome the ‘cold start’ repulsion while implementing the 
collaborative system. 

 
Fig. 4. Future Directions to Overcome Collaborative RSs limitations 

The model shows when a user is ultimately a newbie to any 
e-commerce site, how will he/she/others get recommendations? 
The solution to this ‘cold start’ trouble is that products should 
be recommended based on their popularity. The product's 
popularity can be seen in the user's behavior with that product 
and ratings.  

Using this model of Collaborative Filtration technique, we 
can overcome the ‘cold start’ drawback. When any new user 
joins the e-commerce website, s/he is recommended on the 
basis of the previous user's behavior and ratings. 

When many users send their feedback after purchasing or 
viewing the products, it is stored in the e-commerce website 
database. From this data collection, while studying User 
Behavior Analytics, User 3 only views Product naming P1 and 

buys Product naming P4. While learning User Ratings 
Analytics, User 1 and User 2 gives different ratings to products 
P1, P2, P3, P4. 

These data then fall under the Data Preprocessing step, 
showing that User 3 has no interaction with Products P2 and P3. 
Hence, using data cleaning and data integration process, phase 
3 has resulted in Collaborative Filtering. 

Based on these ratings and behavior, top N products are 
recommended to the new user that has just entered the e-
commerce world.  

CONCLUSION 

 After studying several research papers on RSs, a 
collaborative filtering system can be preferred among all 
articles. Despite Collaborative System not being the total 
solution to every single drawback, however, it is more used 
compare to the other two techniques. Now, it is not difficult to 
overcome the flaws of the Collaborative Systems, especially 
the major ‘cold start’ weakness, if the above mentioned model 
by us implemented in different e-commerce websites. 
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