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The prime intention of super-resolution (SR) technique is to restore the high-resolution images from one
or more low-resolution (LR) images. These images are captured from the same scene with different acqui-
sition systems with different resolution. Because these acquisition systems, images are suffered for an ill-
posed problem with low visualization and picture information. Therefore, in this paper, the zoom-based
super-resolution approach is proposed for super-resolution of low resolute images which are acquired
from different camera zoom-lens. In this approach, three LR images of the same static scene which are
acquired using three distinct zoom factors are used. Learning-based SR technique is used to enhance
the spatial resolution of these LR images. The training dataset comprises three sets of captured images
which are LR images, an enhanced version of LR images-HR1 and enhanced version of HR1 images-
HR2. High-frequency details of the super-resolute image are learned in form of the discrete cosine trans-
form (DCT) coefficients of HR training images. Finally, the super-resolved versions of LR observations,
captured at different zoom-factors, are combined. The experimental results show that this proposed
approach can be applied to various types of natural images in grayscale as well as color. The experimental
results also show that this proposed approach performs better than existing approaches.
� 2018 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

‘‘One picture is worth a thousand words.” This proverb correctly
expresses the amount of information contained in a picture. Pic-
tures are the most effective form of information representation
for mass communication. The images with superior qualities are
needed in almost all imaging applications. The high-quality images
that provide more detailed information are crucial in applications
such as clinical diagnosis, biometrics, industrial inspection, surveil-
lance, remote sensing, and machine vision etc. High-resolution
images provide better analysis, classification, and interpretation.
Even if using advanced fabrication methods for imaging sensors,
it is required to compromise the available signal to noise ratio
(SNR), pixel size and spatial resolution. Thus, it is essential to
employ techniques of signal processing for image enhancement,
which increase the image resolution. The super-resolution (SR) is
such signal processing techniques or algorithm in which high spa-
tial resolution (HR) image is reconstructed from one or more low
resolution (LR) images. SR techniques are classified as (Tian and
Ma, 2011; Park et al., 2003) (i) Frequency- Domain Approach (Ji
and Fermüller, 2009; Chappalli and Bose, 2005; El-Khamy et al.,
2005), (ii) Interpolation based approach (Aftab et al., 2008;
Suresh and Rajagopalan, 2007), (iii) Regularization based Approach
(Belekos et al., 2010; Shen et al., 2007; Jung and Ju, 2013; Zibetti
et al., 2011; Vicente et al., 2016), and (iv) Learning-based Approach
(Hertzmann et al., 2001; Wang et al., 2010; Kim and Kwon, 2010;
Mu et al., 2011; Kim and Kwon, 2008). In the first three techniques,
the super-resolute image is obtained from one or more LR images.
While in the fourth technique, the super-resolute image is
obtained from image dataset. In learning-based SR method, high-
frequency information is learned from the dataset comprising of
LR-HR pairs of training images.

Gajjar et al. (Gajjar and Joshi, 2008) used recorded image data-
set which is made up of LR images and their equivalent HR images.
In this approach, the HR test image is estimated by learning of Dis-
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crete Wavelet Transform (DWT) coefficients of LR images. The
restriction of this approach is its incapability to retain complex
edges and fine details available in images. Pithadia et al. (2012)
proposed a learning-based approach using DCT. In this approach,
high-frequency details of HR image are learned from DCT coeffi-
cients of LR images. The limitation of this approach is that it is used
only one LR image for reconstruction of the HR image.

To overcome the limitation of these existing approaches, the
new super-resolution method is proposed in this paper. In this
approach, the sequence of images of static scenes is recorded at
distinct zoom factors. The resolution of the resultant image of
the whole scene is equivalent to the most zoomed resolution of
acquired images in this approach. In this approach, three LR images
with different zooming factors are used for testing purpose. In
learning-based approach, training dataset which are comprised
images at three different resolutions. These comprised images
are LR images, an enhanced version of LR images-HR1 and
enhanced version of HR1 images-HR2.

This proposed approach overcomes some limitations of Kalariya
scheme (Kalariya et al., 2015) which is DCT based learning
approach. The limitation of Kalariya scheme is that lack of ability
to learn edges and texture quality of the image. The reason behind
this limitation is during the learning of high-frequency details,
they compare discrete cosine transform coefficients at each single
pixel location only and do not consider the geometric structure
surrounding to that pixel. While in the proposed approach, high-
frequency details are learned from LR and HR image pairs of train-
ing dataset with local binary pattern coding. So, detail texture of
the image, as well as intrinsic edges information, can be retrieved,
which results in improved SR image. The comparison of results is
done with the standard Bicubic interpolation method and Kalariya
scheme (Kalariya et al., 2015).

The rest of paper is organized as follows: in Section 2, zoom
based learning approach is described. Section 3 gives information
on proposed approach for image super-resolution. Section 4 gives
a proposed approach for super-resolution of color images. The
results and discussion for the performance of the proposed scheme
for various types of images are given in Section 5. Finally, the con-
clusion is given in Section 6.
2. Zoom based learning approach

Initially, the concept of learning-based image super-resolution
via zoomed images was introduced by Joshi et al. (Joshi et al.,
2005) and further developed by Gajjar et al. (Gajjar et al.,2006;
Gajjar and Joshi,2010). They presented that the amount of aliasing
Fig. 1. Representation of the formal correlation amongst the LR observationsS
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in the image varies with zooming. So that, fewer numbers of image
pixels are used in the acquisition of the zoomed image. But prob-
lem arises in this method is that it captured a larger area than
acquired zoomed image. Thus, sampling rate increase and aliasing
effect decrease with increment in zoom factor. Simultaneously
level of blurring also changes with the level of zooming. So, the fac-
tor of zoom can be used as a mark to obtain high-resolution image
a sign to generate high-resolution images of the least zoomed
scene. S0n

� �r
n¼1 is the sequence of r images with a size of M �M pix-

els of the static scene captured at distinct camera zoom factor.
Zoom factor of these images is in increasing order means S01 is
the least zoomed image and S03 be the most zoomed image where
r = 3. It is assumed that the zoom factor is known as successive
observations. The correlation between these LR images and its cor-
responding HR images is shown in Fig. 1 for r = 3.

The proposed zoom-based technique is shown in Fig. 2. The
observed scene is recorded at three distinct camera zooms in this
approach. There are three images represented as Least Zoom (LZ)

imageS
0
1, Zoom (Z) image S

0
2 and Most Zoom (MZ) imageS

0
3. The size

ofS
0
1 toS
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3 is M �M. S

0
1 image is represented by a few numbers of

pixels. It can cover the whole scene but it has the minimum reso-

lution. But in comparison to S
0
1 image, S

0
2 image covers a lesser part

of the scene but it has a good resolution. Compare to both, S
0
3 image

represents only a small part of the scene with finest resolution.

Using proposed SR technique, first S
0
1 image is magnified by a factor

of four. It is called as LZ_Enhanced image and denoted as a LZ_E

image. Likewise, with the proposed SR technique, Z-S
0
2 image is

magnified by a factor of two. It is called as Z_Enhanced image
and denoted as a Z_E image. Fig. 3 shows a combination of LZ_E,
Z_E and MZ_S03 images. The resultant SR image Z0 is most zoomed
observed image with higher resolution compared to combined
images.

3. Proposed approach

Super-resolution is an ill-posed inverse problem in which the
data is recovered from one or more degraded low-resolution
images. This proposed approach is described to resolve this kind
of issue. In this section, proposed super-resolution approach using
discrete cosine transform (DCT) and local binary pattern (LBP)
modelling is described. Fig. 4 shows the block diagram of proposed
approach. Here, first, the training dataset comprising three sets of
images which are recorded at three different zoom factors of a
camera, 1�, 2� and 4�. The SR technique can be subdivided into
the four steps which are described in next paragraph.
and super-resolute imageZ
0
. S

0
1-least zoomed image and S

0
3-most zoomed image. q0
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Fig. 2. Block diagram of proposed Zoom Based Approach.

Fig. 3. Illustration of the three LR records at different zoom factor Upper row shows
three LR observations at different zoom factors. The lower row shows constructed a
super-resolute image. The square represents area covered by the first and second LR
observation after super-resolution of individual observation.
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In the first step, the LR test image and LR training images
recorded at 1x zoom factor are up-sampled by the factor of 2 using
the Bicubic method of interpolation. In the second step, two tasks
are performed. The first task is block-based discrete cosine trans-
form of the upsampled LR test image and HR images. The second
task is designing LBP model of the upsampled Test image and
upsampled LR training images. The next step is of searching the
training images that have similar features to the test image using
LBP modelling of images. Succeeding step comprising discrete
cosine transform based learning of high-frequency coefficients.
Finally, super-resolute test image of size 2� is obtained by taking
inverse discrete cosine transform on outcome image of the fourth
step. These all steps are repeated on test image of size 2� to obtain
a super-resolute image of size 4�. The succeeding section contains
the more detailed explanation of the proposed approach.
3.1. Discrete cosine transform

In the field of image processing, the Discrete Cosine Transform
(DCT) is the famous technique of analysis (Rhee and Kang, 1999;
Parmar and Scholar, 2014; Dabbaghchian et al., 2010). The draw-
back of two-dimension wavelet is that it is unable to capture direc-
tional information of image. The DCT based learning approach can
capture the intrinsic geometrical structures of natural images.
Thus, in proposed learning algorithm, DCT based learning approach
searches the fine details of the super-resolute image from the data-
base on LR-HR images and recovers the geometrical structures of
natural image. When DCT is applied to any image than DCT coeffi-
cients give pixel intensity of the image. The DC coefficients have
low frequencies while AC coefficients have high frequencies. This
technical characteristic of DCT can be employed to retrieve certain
important features of an image. Suppose the size of the test image
is M �M. The size of the LR training image is M �M and HR train-
ing image is 2 M � 2 M. The test image and LR training images are
upsized to 2 M � 2 M as shown in Fig. 5.

Then test image and HR training images are segmented into
8 � 8 pixels patches and DCT is applied onto each of the 8 � 8 pix-
els patches of the test image and HR Training images of size
2 M � 2 M. Thus, all HR training images and test images are repre-
sented in matrices of DCT coefficients. At the position (0,0) the
coefficient shows the DC level of the images.
3.2. LBP modelling of images

In this step, the features of the image are modelled using local
binary pattern operator. Image characteristics such as edges,
curves, corners, and junctions can be represented more effectively
by the surrounding local information of the pixel under considera-
tion. The concept of LBP was initially suggested by Ojala et al.
(2002) for classifying texture. After that original LBP and its varia-
tions are suggested in different application such as face recognition
(Ahonen et al., 2006), object detection (Pereira et al., 2010) etc. LBP
is more efficient to identify variations in the local structure of the
image than traditional structural models for texture analysis. To



Fig. 4. Block Diagram of Proposed Super-Resolution Approach.

Fig. 5. Learning DCT coefficients from a database of sets of LR-HR images. (a) Upsampled test image and (b) sets of upsampled LR images and HR images for different scenes.
DCT coefficients for the shaded locations in the upsampled test image are copied from corresponding locations of the best matching HR image.

Fig. 6. (a) An image patch of size 3 � 3 (b) its binary pattern (c) its LBP coding.
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design LBP code of pixel, the intensity of image pixel is compared
with its all neighboring pixels. LBP code of the pixel at the position
(i, j) can be found using below equation (1):

Iðx; yÞ ¼
Xn¼7

n¼1

f ðDn � IÞ � 2n ð1Þ

where f ðxÞ ¼ 1; x > h
0; x 6 h

�
, h is a threshold value, I (x, y) is a pixel inten-

sity at location (x, y) and Dn is a pixel intensity of all neighboring
pixels.

The LBP coding method used in proposed approach is given in
Fig. 6. Different types of LBP codes are given in Fig. 7. Initially,



Fig. 7. Image Characteristic Model and their LBP codes.

Fig. 8. DCT coefficient of a block of size 8 � 8 of the (a) resized test image (b) best matching HR training image. Unfilled pixels signify low-frequency coefficients. Filled pixels
signify high-frequency coefficients.
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the threshold value is decided and after that, the binary pattern is
formed by thresholding the neighboring pixels. Then center pixel’s
value is revised as per binary pattern. Thus, the LBP code shows the
fine details of the image in the given patch. The complete geometry
of an image is recorded in the form of LBP codes by encoding the
complete image with this proposed approach. LBP coding is done
on the resized test image and LR images.
3.3. Searching for identical characteristic image

In this proposed approach, training LR images have minimum
dissimilarity characteristics compared to test images. Here, LBP
encoded test image and training LR image are converted in the
patches of size 8 � 8. After that, each pixel in a patch of test image
is compared with corresponding pixel of a patch of all training LR
images. The LR image with a minimum absolute difference for the
given patch is selected for optimum matching of patches. Thus,
characteristic of the test image patch such as curves, corners and
(a) (b) (c)

Fig. 9. (a) LR test image (b) Resultant HR image using Bicubic interpolation approach (c)
image using proposed approach with 8x8 DCT and LBP (e) Resultant HR image using prop
16 DCT and LBP.
edges are matched maximum to the corresponding image patch
of the searched training LR image.

Suppose, _PT x; yð Þ and _PLRN x; yð Þ, be the test image patch of size
3 � 3 and Nth LR training image patch of size 3 � 3 respectively.
Ď is an absolute error. Then, the nearest matching patch from the
dataset can be minimizing error Ď using below equation (2):

D
^

¼
X8

x¼1;y¼1

_PTðx; yÞ � _PLRNðx; yÞ
��� ���h i

ð2Þ

This process is carried out on all the image patches of the test
image and the optimum matched LR training images are searched
corresponding to all test image patches.

3.4. Learning HR coefficients from HR image corresponds to best match
LR image of database

Once optimum matched LR images are searched for all test
images patches, high-resolution information is learned from the
  

(d) (e) (f)

Resultant HR image using Kalariya approach (Kalariya et al., 2015) (d) Resultant HR
osed approach with 4� 4 (f) Resultant HR image using proposed approach with 16�
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corresponding HR training images. The resultant HR training
images are true high-resolution images, then, high-frequency
details in term of DCT coefficients are learned from the training
HR images to enhance its resolution. Fig. 8 shows the learning pro-
cedure for HR coefficients. Here, high-frequency coefficients of
8 � 8 pixels block/patch of test image are learned from 8 � 8 pixels
block/patch of the best-matched HR training image. The best-
matched HR image is a high-resolution version of the optimum
matched LR training image as defined in subsection 3.3.

The shaded boxes in Fig. 8 show HR coefficients of test image
patch. These HR DCT coefficients are copied into the appropriate
position of the test image patch. This task is repeated for all the
8 � 8 blocks of the test image. After completion of these learning
process, inverse discrete cosine transform is applied to all patches
of the test image to achieve final HR image.

4. Proposed approach for color images

In Section 3, steps of proposed approach for super-resolution of
grayscale images are given. While in this section, modification of
proposed approach for super-resolution of color images are
described.

The existing correlations between color components in the
resultant image are unbalanced by applying monochrome super-
(a) (b)

Fig. 10. (a) LR test color image of size 64 � 64 (b) Resultant HR color image using Bic
(Kalariya et al., 2015) (d) Resultant HR color image using proposed approach.
resolution technique to each of the R, G, and B color components.
So that, the resultant super-resolute color image may have some
artifacts. Also, computational load will be increased by applying
super-resolution technique to all these components. To nullify
these, color space transformation and separate the luminance
and chrominance components are used in this approach for repre-
sentation of the color images in YCbCr color space and expand
them differently. The details of the luminance component are more
important than that of chrominance components, as the sensitivity
of the human eye is more to luminance component details. So that,
the luminance component Y is super-resolute by proposed
approach and enhancement in the chrominance components is
done by the simple interpolation technique. The super-resolute
color image is obtained by converting YCbCr to RGB color space
using enhanced luminance and chrominance components.

5. Experimental results and discussion

In this section, the performance analysis and assessment of pro-
posed approach are given. The real-world images are used to con-
duct all the experiments. The performance of proposed approach is
also tested for remote sensing images which are described in Sub-
section 5.1. The performance of the proposed approach using DWT
coefficients is given in Subsection 5.2.
(c) (d)

ubic interpolation approach (c) Resultant HR color image using Kalariya approach
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All recorded input images are captured at distinct zoom factors
with the size of 64 � 64. The final SR image is of size 256 � 256.
The training dataset contains almost 350 different sets of images.
Each set of images consist of three images, an image with 1x zoom
setting, 2� zoom setting and 4� zoom setting named as LR

image-S
0
1, an HR image-S

0
2 and its HR image-S

0
3 respectively. To

super-resoluteS
0
1 image, LR-HR pair captured with 1-x and 2-x

zoom are used. To super-resolute S
0
2 image, LR-HR pair captured

with 2-x and 4-x zoom are used. Resolution technique used to
obtain final SR image is based on DCT with LBP modelling.

From the dataset, some of the LR training images are taken as
the test or observed images. Because of this, the true high-
(a) (b)

Fig. 11. Subjective comparison of the proposed approach wit

Table 1
Quality Parameters Values of Proposed Approach for Gray Scale Images.

Image Bicubic
Interpolation

Kalariya Approach
(Kalariya et al., 2015)

Pr
w

PSNR (dB)
STONE 31.6782 32.1965 35
TREE 33.9675 34.6097 39
LEAF 29.5416 30.1694 35
KEYBOARD 34.7996 35.5290 40
MSE
STONE 44.1834 39.2130 18
TREE 26.0812 22.4964 6.
LEAF 72.2638 62.5367 17
KEYBOARD 21.5338 18.2044 5.
SSIM
STONE 0.3851 0.4946 0.
TREE 0.6395 0.6880 0.
LEAF 0.5428 0.6378 0.
KEY BOARD 0.8545 0.8431 0.
MAPE
STONE 16.8029 14.5279 11
TREE 3.9855 3.0487 2.
LEAF 8.9203 6.5264 6.
KEY BOARD 3.7918 5.2551 2.
resolution versions of images are available for resultant parame-
ter calculation. Here, LR and HR pairs of these observed images
are removed from the dataset. Peak signal to noise ratio (PSNR),
the Structural Similarity Index (SSIM), Mean Squared Error (MSE)
and Mean Absolute Percentage Error (MAPE) (Wang et al., 2004;
Wang and Bovik, 2009) values are calculated and compared with
Bicubic interpolation and Kalariya approach (Kalariya et al.,
2015) for qualitative and quantitative measurements. All the
experiments are conducted on a computer with Intel Core i5-
430IOM, 2.27 GHz processor and 4 GB RAM. The resultant test
grayscale images and color images using proposed approach
are given in Figs. 9 and 10, respectively. The subjective compar-
ison of the proposed approach with Bicubic interpolation
(c) (d)

h Bicubic Interpolation approach and Kalariya approach.

oposed approach
ith 4 � 4 DCT

Proposed approach
with 8 � 8 DCT

Proposed approach
with 16 � 16 DCT

.5692 35.5155 35.4122

.9624 40.3865 39.2459

.7230 34.1059 33.8533

.9129 40.5770 40.9954

.0369 18.2614 18.8592
5590 5.9488 7.7355
.4092 25.2634 26.7762
2698 5.6935 5.1706

5087 0.5061 0.5092
7145 0.6937 0.7140
6739 0.6854 0.6761
8692 0.8722 0.8709

.0977 11.1023 11.1404
3849 2.5268 2.6720
3690 6.4041 6.3889
2338 2.2552 2.2766



Table 2
Quality Parameters Values of Proposed Approach for Color Images.

Image Bicubic Interpolation Kalariya Approach (Kalariya et al., 2015) Proposed approach with 8 � 8 DCT

PSNR (dB)
EYE 29.7907 30.0127 33.635
LEAF 29.2149 29.2325 31.0503
TREE 33.2265 31.9448 36.9569
MSE
EYE 68.2359 64.8349 28.1565
LEAF 77.9094 77.5944 51.0561
TREE 30.9338 41.5528 13.7213
SSIM
EYE 0.4711 0.4863 0.5941
LEAF 0.5463 0.454 0.6016
TREE 0.4194 0.4717 0.6228
MAPE

R G B R G B R G B

EYE 22.4075 85.8109 13.2523 16.7938 80.5664 9.8038 13.2019 64.5157 1.0420
LEAF 21.2189 107.5928 21.4081 16.9388 102.4078 16.7740 13.4872 95.2194 16.0233
TREE 49.6231 122.1603 30.6091 46.1792 117.7200 27.0477 45.0028 83.8959 21.8216

Table 3
Comparison of Proposed Approach with Joshi Approach (Joshi et al., 2005).

Approach Method employed Approaches Used PSNR (dB)

Joshi (Joshi et al., 2005) Regularization based method Use of either a Markov random field (MRF) or a simultaneous
autoregressive (SAR) model to parameterize the field based

Between 22 and 26

Proposed Example based/Learning based method DCT with LBP as the characteristic model Between 35 and 41
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approach and Kalariya approach (Kalariya et al., 2015) is given
in Fig. 11.

As shown in Fig. 9, it is found that in an image of STONE, there is
an improvement in fine edges and texture details. While in an
image of TREE chessboard effect is reduced enormously by the pro-
posed approach. The outskirts fine details are recovered effectively
in LEAF image. The better edges recovery and picture details are
recovered immensely in KEYBOARD image using proposed
approach. The quality measurement parameters of proposed
approach are tabulated in Table 1. As seen in Table 1, the result
of the 8 � 8 DCT with LBP is moderated over 4 � 4 and 16 � 16
DCT with LBP. Thus, it is preferred 8 � 8 DCT with LBP in the pro-
posed approach. Tables 1 and 2 show the improvement in PSNR,
MSE, SSIM, and MAPE for grayscale as well as color images. The
results show that this proposed approach effectively works for
every type of images.

Also, the results of proposed approach are compared with Joshi
approach (Joshi et al., 2005); has employed a regularization-based
image super resolution method form zoomed observation. The
comparison of approaches is tabulated in Table 3. In Joshi
approach, super-resolution problem is solved using the zoom as
an effective cue by using a simple maximum a posteriori Markov
random field (MAP-MRF) formulation and suitable regularization
approaches. The parameters of the MRF and the simultaneous
autoregressive (SAR) model, which model the high-resolution
image, can be learned from zoomed observation. In this modelling
of high resolution image either as a homogeneous MRF or a SAR
model. Super resolution is done with zoom factor either q = 2 or
q = 4. In these two cases, PSNR values of proposed approach are
used for compression with PSNR values of Joshi approach (Joshi
et al., 2005).

5.1. Performance analysis of proposed approach for remote sensing
images

In this section, application of proposed approach for super-
resolution of remote sensing images is given. The remote sensing
images are taken from LANDSAT dataset (Satellite images, 2018).
The resultant HR image using proposed approach is given in
Fig. 12 and performance measurement parameters values are tab-
ulated in Table 4. As seen in Table 4, it is indicated that this pro-
posed approach effectively works for super-resolution of remote
sensing images.

5.2. Performance analysis of proposed approach using DWT instead of
DCT

In this section, analysis of the proposed approach using DWT is
described. In this approach, the HR training images are fragmented
into 1st level DWT. The final HR image is decomposed in the 1st
level DWT and its vertical, horizontal and diagonal details are ini-
tialized with zero values. While A of final HR image (the sub-band
0) consists of sub-band 0 of resized image (2 M � 2 M) test image
(M �M) as seen in Fig. 13.

Here, three images such as Least Zoom (LZ) imageS
0
1, Zoom (Z)

image S
0
2 and Most Zoom (MZ) imageS

0
3 are used in the proposed

approach. Just as DCT with LBP approach, in this approach, first

S
0
1 image is magnified by a factor of four, which is LZ_Enhanced,
denoted as an LZ_E image. Likewise, with the proposed SR tech-

nique, Z-S
0
2 image is magnified by a factor of two called Z_Enhanced

image and denoted as a Z_E image. Training database consists of
sets of three sized images. The size of LR images in the training
database and test image are same whereas the size of HR images
in a training database is one sized up as seen in Fig. 14.

The block diagram of proposed approach using DWT is given in
Fig. 15. It consists of DWT of training HR images, image feature
modelling with four neighborhood pixels, searching of matched
LR image, and learning HR coefficients. As given in Fig. 16, four
neighborhood pixel patch model is proposed to acquire the identi-
cal feature comparison between the training LR images and test LR
images. Here, the minimum absolute error criterion is used for fea-
ture comparison. The jth training LR image for which minimum
absolute error is selected and HR coefficients are learned from



   

 

   

 

   

(a) (b) (c) (d)

Fig. 12. (a) LR test color remote sensing image of size 64� 64 (b) Resultant HR color remote sensing image using Bicubic interpolation approach (c) Resultant HR color remote
sensing image using Kalariya approach (Kalariya et al., 2015) (d) Resultant HR color remote sensing image using proposed approach.
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Table 4
Quality Parameters Values of Proposed Approach for Color Remote Sensing Images.

Image Bicubic Interpolation Kalariya Approach (Kalariya et al., 2015) Proposed approach with 8 � 8 DCT with LBP

PSNR (dB)
Image 1 31.4821 32.5192 32.8591
Image 2 33.2769 33.5889 35.0758
Image 3 31.1827 31.1599 31.6153
Image 4 30.7039 32.1809 33.0129
Image 5 30.9772 31.4749 31.9044
MSE
Image 1 46.2241 36.4052 33.6644
Image 2 30.5761 28.4569 20.207
Image 3 49.7835 49.5234 44.8279
Image 4 55.2947 39.3538 32.4933
Image 5 51.9227 46.3005 41.9417
SSIM
Image 1 0.6799 0.7084 0.7261
Image 2 0.7497 0.7621 0.7816
Image 3 0.6097 0.6525 0.6689
Image 4 0.6746 0.7144 0.7215
Image 5 0.6899 0.7264 0.7363
MAPE

R G B R G B R G B

Image 1 27.9236 17.2623 1.6113 24.7269 15.9058 1.5305 24.0967 15.7700 1.2665
Image 2 2.3727 0.7980 2.4643 3.5355 0.6622 2.0813 2.2324 0.6821 1.9897
Image 3 124.2950 24.7269 133.7524 92.7979 31.8726 144.5953 147.2900 21.3623 104.6814
Image 4 5.2063 0.3571 11.2076 3.9276 0.1541 9.8999 3.8208 0.2350 9.4727
Image 5 4.2847 2.9907 19.4733 4.8584 0.3281 2.5818 3.4012 0.2625 2.0813

Fig. 13. Initialization of Final HR Image using 1st level DWT.

Fig. 14. An observed image of size M � M, Training dataset contains LR images of
size M �M and HR images of size 2 M � 2 M.
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corresponding jth training HR image. Mathematically, this patch
with size or 4 � 4 can be given using below equation (3):

I¼min
16j6n

Sðx;yÞ�Tjðx;yÞ
�� ��þ Sðxþ1;yÞ�Tjðxþ1;yÞ�� ��þ

Sðx;yþ1Þ�Tjðx;yþ1Þ�� ��þ Sðxþ1;yþ1Þ�Tjðxþ1;yþ1Þ�� ��
" #

ð3Þ
Here, first, find finest matching LR image from the database

using neighborhood pixels patch model. After getting the finest
training LR image, the minimum absolute error is found for a
patch of the observed image using learning of high resolu-
tion information in term of detail coefficients of DWT of corre-
sponding training HR image. This learning process is given in
Fig. 17.

Suppose the best match training LR image is Tj (size of M �M)
for pixel (x,y) to test image S (size of M �M) under consideration.
Let hj (size of 2 M � 2 M) is corresponding HR image of the
matched LR imageTj. Wavelet coefficientshj x; yþMð Þ, hjðxþM; yÞ
and hjðxþM; yþMÞ are the wavelet coefficients corresponding
to sub bands I, II and III respectively. Now sub bands of final
HR image which are initialized with ‘first’ level DWT are replaced
by the wavelet coefficients ofhj . This is seen in the following
equation (4):

FinalHRðx; yþMÞ ¼ hjðx; yþMÞ
FinalHRðxþM; yÞ ¼ hjðxþM; yÞ

FinalHRðxþM; yþMÞ ¼ hjðxþM; yþMÞ
ð4Þ

Here, high frequency coefficients of the HR training image are
placed into the final initialized HR image. After completion of this
learning process inverse DWT of the learned image is performed to
acquire resultant HR image.

The resultant images using a proposed approach based on DWT
for grayscale images and color images are shown in Figs. 18 and 19,
respectively. The quality values of this approach are tabulated in
Table 5 and 6 for grayscale images and color images, respectively.
The results in Tables 5 and 6 show that the proposed approach
with 8x8 DCT with LBP is given better results compared to DWT
based approach.



Fig. 17. Learning from LR-HR pair of training images using DWT.

Fig. 16. Neighboring four pixels model for proposed approach.

Fig. 15. Proposed Approach using DWT and LBP.
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Fig. 18. Resultant HR grayscale images using proposed approach based on DWT.

Fig. 19. Resultant HR color images using proposed approach based on DWT.

Table 5
Quality Parameters Values of Proposed Approach based on DWT for Grayscale Images.

Test Image Proposed approach
with DWT and four-pixel
comparison model

Proposed approach
with 8 � 8 DCT and LBP

PSNR (dB)
STONE 35.1143 35.5155
TREE 38.5915 40.3865
ANIMAL 30.8129 29.3165
LEAF 31.9273 34.1059
ROSE 32.9179 36.2816
KEYBOARD 40.3049 40.5770
BOY FACE 41.3010 38.5753
MSE
STONE 20.0286 18.2614
TREE 8.9935 5.9488
ANIMAL 52.8518 76.0554
LEAF 41.7206 25.2634
ROSE 33.2114 15.3078
KEYBOARD 6.0616 5.6935
BOY FACE 4.8193 9.0271
SSIM
STONE 0.5065 0.5061
TREE 0.6534 0.6937
ANIMAL 0.5645 0.5659
LEAF 0.6469 0.6854
ROSE 0.6406 0.6452
KEYBOARD 0.7927 0.8722
BOY FACE 0.8297 0.9082

Table 6
Quality Parameters Values of Proposed Approach based on DWT for Color Images.

Test Image Proposed approach with DWT
and four-pixel comparison model

Proposed approach
with DCT and LBP

PSNR (dB)
STONE 34.7592 34.8570
TREE 36.8490 36.9569
BIRD 32.6780 33.4536
EYE 33.4506 33.6350
LEAF 30.2234 31.0503
ROSE 34.6604 35.2063
MSE
STONE 21.7351 22.2526
TREE 13.4332 13.7213
BIRD 35.0980 29.3573
EYE 29.3780 28.1565
LEAF 61.7650 51.0561
ROSE 22.2352 19.6088
SSIM
STONE 0.4305 0.4392
TREE 0.5447 0.6228
BIRD 0.5995 0.6037
EYE 0.5587 0.5941
LEAF 0.5771 0.6016
ROSE 0.5667 0.5846
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6. Conclusions

In this paper, a new super-resolution approach based on various
image transform such as DCT, DWT, and LBP model is proposed for
the image. In this approach, three images are acquired with distinct
zoom factors of the same static scene for analysis. The experimental
results show that this proposed approach is effectively worked on
various types of natural images such as grayscale image and color
image. Also, the performance of this proposed approach is com-
pared with two existing approaches such as Kalariya et al., 2015
and Joshi et al. (2005). The comparison of approaches shows that
the performance of proposed approach is better than existing
approaches. This proposed approach can be useful in the analysis
of scene of a specific region of the image in various applications
such as wildlife photography, satellite imaging system, etc. In near
future, the performance of this approach will be tested using
advance image transform such as curvelet and contourlet.
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